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Cluster Analysis in MacAnova

MacAnova function cl uster () performs a hierarchical cluster analysis of
objects by sequential agglomeration of objects into larger and larger
clusters.

There are several agglomerating methods available, the default being
average linkage. Others include single linkage, complete linkage, and
Ward's method.

cluster() can work with any of the following types of information:

1. A nby p data matrix X whose rows represent values for p variables
describing an object.

2. A nbynmatrix D = [d;] of dissimilarity measures or distances
between n objects.

2. A nbynmatrix S = [si;] of similarity measures.

For obvious reasons, cl uster () requires n > 2,

By default, cluster() prints a class table and a crude dendrogram or
cluster tree. The class table is a table of cluster membership with one
line per case or object. The join points of the dendrogam are labelled with
the value of the criterion, the distance or similarity between the clusters
merged at that level.

There are several optional arguments, indicated by "..." in argument lists.

Data matrix input
cluster(x, ...), Where x contains data matrix X first standardizes the
columns of x so as to remove dependence on the scales of the variables. It
subtracts column means and divides each column by the standard deviation.
To suppress standardization, use cluster(x, standard:F, ...).

Let x;7, Xo',..., X, be the rows of the standardized matrix (rows of X if not
standardized). Then for every i z j, cluster() computes squared Euclidian
distance dij = IIX; - XjI12 = 3y q<p(Xci =X ;)2 between x; and X;. cluster()
then uses a hierarchical agglomerating algorithm to form clusters using
these distances. The objects being clustered are the cases corresponding to

the rows of X.
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Dissimilarity or similarity matrix input

cluster(dissimd), where d is an n by n matrix with n> 2, uses the
elements d[i,j], withj >i of the upper triangle half of d as a dissim-
ilarity measure or distance. Each row (and column) of d corresponds to an
object being clustered, and d[i,j] is the dissimilarity or distance between
objectsi andj .

Computationally, matrix d is treated as if it were Euclidian distance. This

means, that if d[i,j] = 4/{ix; - x;12}, then cl uster (di ssi md) produces the
same clustering as cluster(x, standard: F, ...).

cluster(simlar:s, ...), wheres is ann by n matrix with n > 2, uses the
upper triangle of s as a similarity matrix. That is, s[i,j] is a measure of
the similarity between objects i andj.

cluster(simlar:s) is computationally equivalent to cl uster (di ssimd))
where d is computed by d <- 2*max(vector(s))-s. The use of a similarity
matrix is particularly useful when the objects being clustered are variables
rather than cases. In that case you might use ry; or |rij | to measure the

similarity of variables X; and X;, where ry; is their sample correlation.
Whens[i,j] is ryj, 2*(max(vector(s))-s) is the matrix of Euclidean
distances 1X; - X;I between the vectors of standardized variables.
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Optional keywords used in cluster()

You control the behavior of cluster () using keywords, as summarized in
this table:

Keyword Possible values Default value Meaning
ncl ust 2 < integer < nrows(x) |[m n(9, nrows(x)) Number of clusters to
- - summarize
met hod "average" ,"conpl ete", "aver age" Agglomerative

" .o o clustering method
single", "nedi an",

"ward", "ncquitty",

"centroid"
keep "cl asses", "crit", None [tems to be returned
" W " as value
di stance", "al |

print F F with keep Stops printing

T T without keep |Forces printing
tree F F with keep No dendrogram

T T without keep |Forces dendrogram
cl asses F F with keep No class table

T T without keep |Forces class table
standard F T Standardize data

before clustering

r eor der T F Reorder rows of

printed class table

Saving results
By default, the only action of cluster() is to print results; it returns NULL
as a value. You use keyword keep to ensure that some of the results are
saved in a MacAnova variable. The value of keep should be one of "cl asses",
"crit", "distance", or "all", or a vector of more than one, for example,
keep: vector("crit","cl asses").

keep:"al | " is equivalent to keep: vector("crit", "classes", "distance").

When you use keep to save just one item, cluster() returns the item as a
vector or matrix. When you save more than one item, cluster() returns a
structure with components di st ances, cl asses and/or criterion.

When you use keep, printed output is normally suppressed. You can still
force printing of the class table or the dendrogram by class: T or tree: T,
respectively; print: T forces both to be printed.
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Reordering rows of the class table
You can using reorder: T to change the order the rows of the printed class
table so that objects (cases) in the same cluster are together. This does
not affect the ordering of rows in the class table that is returned as a
value when keep: "cl ass" is an argument.

A simple example

The output from cluster () is not easy to understand, and is probably best
illustrated by its use with a small set of data whose structure is clear.
The data is generated as random samples of size 3, 3, and 2 from bivariate
normal populations with means p; = [10, 30]', p, = [15, 28], and psz = [20,
31]', and variance matrices £, = 4l,, £, = diag[12, 1.52], and £3 = diag[1.52,
0.52]. 1 reorder rows of x using vector pernute as a subscript so that data
from different populations are scrambled.

Cmd> setseeds(67871,32211)# done to allow recreation of results

Crd> x1 <- vector(10+2*rnorm(3),15+rnorm(3),20+1.5*rnorm(2))

Crd> x2 <-  vector(30+2*rnorm(3),28+1.5*rnorm(3),31+.5*rnorm(2))

Cmd> permute <- vector(5,3,2,8,6,1,7,4) # selector to mix up data

Crd> x1 <- x1[permute]; x2 <- x2[permute]

Cmd> groups <- vector(1,1,1,2,2,2,3,3)[permute] # group ID

Crd> x <- hconcat(x1,x2) # bivariate data matrix

Cmd> hconcat(groups,x) # poptilgti%r(l) gumber and bivariate data

(1,1) 2 . 27. 451
(2,1) 1 7. 2295 29. 53
(3, 1) 1 9. 9958 30. 821
(4,1) 3 17. 241 31.21
(5, 1) 2 16. 212 25. 889
(6, 1) 1 10. 644 28. 937
(7,1) 3 20. 954 31. 244
(8, 1) 2 14. 528 24. 695

In an actual cluster analysis, only x1 and x2 would be available, not the
group number.
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Crd> plot(x1,x2,symbols:groups,ymin:24,ymax:32,xmin:6,xmax:22,
title:"Small bivariate sample from a mixture of three populations")

Small bivariate sample from a mixture of three populations
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Crd> xs <- standardize(x) # standardi ze Xx

Crd> describe(xs,mean:T,stddev:T) # Check standardization
conponent: mean

(1) -3.3827e-16 -7.2164e-16

conponent : stddev

(1) 1 1

Cnd> # Create matrix to hold Euclidean distances
Crd> n <- nrows(x); d <- dmat(n,0) # n by n matrix of O
Ord> # Fill it with distance

Crd> for(i,1,n-1){ # loops over 1 <=i<j<=8
for(j,i+1,n)Y{
d[i,j] <- d[j,i] <- sgrt(sum(vector(xs][i,]-xs[j,])"2));;

}
Crd> print(format:"7.3f",d)

d: Matrix of distances anmpbng the cases for standardized

(1,1) 0.000 2.052 1. 845 1.551 0.641 1
(2,1) 2. 052 0.000 0.807 2.340 2.485 O
(3,1) 1.845 0.807 0.000 1.629 2.418 O
(4,1) 1.551 2.340 1.629 0.000  2.147 1
(5,1) 0. 641 2.485  2.418 2.147 0.000 1
(6,1) 1.260 0.801 0.770 1.735 1.746 O
(7,1) 1.936 3.148 2.459 0.831 2.396 2
(8,1) 1.132 2.536  2.658 2.683 0.610 1
Pop # 2 1 1 3 2

. 260
. 801
. 770
. 735
. 746
. 000
. 486
. 910

1

NONNONWE

. 936
. 148
. 459
. 831
. 396
. 486
. 000
. 995

3

ONRONNNRO

at a
. 132

536

. 658
. 683
. 610
. 910
. 995
. 000

2
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Crd> cluster(x) # cluster using Average Linkage (default)
Case Nunber of dusters
No. 2 3 4 5 6 7

1 1 1 1 1 1 1 1
2 1 3 3 3 3 3 3
3 1 3 3 3 6 6 6
4 2 2 2 2 2 2 2 Cl ass table
5 1 1 4 4 4 4 4
6 1 3 3 3 6 7 7
7 2 2 2 5 5 5 5
8 1 1 4 4 4 4 8
Criterion Dendr ogr am
+
2.3442 A-----meeee - +
2.1452 A4-------- + |
0.91973 +--+ | |
0.83119 | | | +- -+
0.80388 | | +- -+ |
0.76965 | | | +-+ | |
0.60954 | +--+ |1 | |

Cluster No. 1 4 8 3 6 7 2 5
Clusters 1 to 8 (Top 7 levels of hierarchy).
Clustering nmethod: Average |inkage
D stance: Euclidean (standardi zed)

Note the argument to cl uster () is x, not xs, because cl uster() automat-
ically standardizes. cl uster(xs, standard: F) would produce the same
output.

The class table
The first part of the output is the class table, a table of cluster member-
ship. Each row corresponds to a case. Each column corresponds to a stage
in the agglomerative algorithm, with earlier stages at the right. The
column heading is the number of clusters at that stage.

The entry in the row labeled i and the column labeled j is the ID number of
the cluster to which case i is assigned at the stage at which there are
exactly j clusters, that is at stagen - j = 8 - j in the merging process.
Stage O corresponds to the start when there are n = 8 "clusters” of size 1.
Stage n-1 = 7 is the final stage at which there is j = 1 cluster of size n. It
is not in the class table, but if it were, it would consist of n 1's. [t is
represented by the topmost "+" in the dendrogram.

When two clusters merge, the ID of the merged cluster is the minimum of
the ID's of the two clusters. Because there are only 8 cases in this
example, the last column, with heading "8" because there are 8 clusters,
corresponds to stage O, before any agglomeration, with ID's 1 through 8

6
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corresponding to each case in a non-obvious order. If | had used nclust: 7,
say, as an argument, the last column would have heading "7" and would
correspond to stage 1, the stage with 7 clusters after the first merge.

Relationship of case number and cluster ID
[n interpreting the dendrogram, a common mistake is to interpret cluster ID
number as if it were related to case number. This is not correct. There is
no obvious correspondence between the case number and the ID, but there is
a logic to the numbering.

Cluster ID numbers are assigned after the clustering process is completed
in such a way that at each stage, the cluster with the highest ID (equal to
the number of clusters at that stage) is merged with another cluster. This
can be seen clearly in the following step by step listing of the clusters.
The numbers in {...} are the case numbers in each cluster.

Clus ID 1 2 3 4 5 6 7 8
Stage 0 {1} {4} {2} {st {7} {3t {et {8}
Stage 1 {1} {4} {2} {s.8t {7} {31 {6}
Stage 2 {1} {4} {2} {s.8t {7} {3.6}

Stage 3 {1} {4} {2,3.6} {s5.8} {7}

Stage 4 {1} {4,7} {2,3.6} {5,8}

Stage 5 {1,5,8} {4,7} {2,3.6}

Stage 6| {1,2,3,5,6,8} {4,7}

Stage 7| {1,2,3,4,5,6,7,8}

[nitially (at stage O) there are 8 clusters, each consisting of a single case.
To get to stage 1, cases 5 and 8 (clusters 4 and 8) merged to form a new
cluster 4 with no cluster labelled 8 remaining. At the next step, going
from 7 to 6 clusters, cases 3 and 6 (clusters 6 and 7) merged to form a
new cluster 6 with no cluster labelled 7 remaining. A step 3, a partition
of the data into S clusters is accomplished by merging case 2 (cluster 3)
and cases 3 and 6 (cluster 6) to form a new cluster 3 consisting of cases
2, 3, and 6. And so on until the final stage (not included in the printed
class table) when there is one cluster consisting of all the cases. The way
[ am counting the stages, there are n - k clusters at stage k.

Because these data are artificial, we know in advance that the “"correct”
number of clusters is 3. The partition of cases when there are 3 clusters

v
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(Stage S above) shows that cl uster () has correctly grouped the cases, with
clusters 1, 2, and 3 corresponding exactly to the initial groups 2, 3, and 1.
[t would have been a meaningless coincidence if the cluster numbers had
matched the group numbers.

Interpreting the dendrogram

The dendrogram below the class table summarizes the final steps of
agglomeration in graphical form. Agglomeration starts at the bottom when
there are 8 (in general, ncl ust) clusters. The numbering on the bottom
corresponds to the cluster ID numbers in the right most column in the class
table, not to case numbers.

As you move up in the dendrogram, each level corresponds to a merging
event as agglomeration goes to the next stage. The printed value of the
criterion is either the dissimilarity or similarity between the clusters
merged at that level. Thus .60954 (see the table of distance between cases
above) rounds to .610 = lIXs-Xgll, the distance between clusters 4 = {5} and

8 = {8}. Here x; is a vector of standardized variables.

At the next level up, the criterion = .76965 = lIXz-Xgll, the distance between
clusters 6 = {3} and 7 = {6}. Up an additional level, .80388 is (because we
are using the average linkage method) the square root of the average
squared distances between cases in cluster 3 = {2} and cases in cluster 6 =
{3, 6}, that is

{(1Xy-X3112 + 1IXy-Xgl12)/2}172 = \/{(.8072 + .8012)/2} = 0.804 ~ .80388.

The top level at which the final two clusters (1 and 3) are merged into 1,
has criterion value 2.3442 is the square root of the average squared
distances between cases in cluster {1,2,3,5,6,8} and those in {4,7}.

Crmd> J1 <- vector(1,2,3,5,6,8); J2 <- vector(4,7) # selectors

Crd> sgrt(sum(vector(d[J1,J2]"2))/12)

(1) 2.3442
When order: T is an argument, the printed class table is reordered so that
cases in the same cluster are adjacent. Here is cluster() output when
reorder: T is used:
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Crd> cluster(x,reorder:T)
Case Nunber of Custers

No. 2 3 4 5 7 8
1 1 1 1 1 1 1 1
5 1 1 4 4 4 4 4
8 1 1 4 4 4 4 8
2 1 3 3 3 3 3 3 Reordered class table
3 1 3 3 3 6 6 6
6 1 3 3 3 6 7 7
4 2 2 2 2 2 2 2
7 2 2 2 5 5 5 5
Criterion
+
2.3442  A-----mmmeaa oo +
2.1452 +-------- + |
0.91973 +--+ | |
0.83119 | | | +- -+
0.80388 | | +- -+ ||
0.76965 | | | +-+ | |
0.60954 | +-+ | | | | |
Cluster No. 1 4 8 3 6 7 2 5
Clusters 1 to 8 (Top 7 levels of hierarchy).
Clustering hod: Average |inkage
[

Di stance: Euclidian (standardi zed)

The dendrogram is unchanged, but the rows of the class table have been
reordered so that, at every stage, all the cases in each cluster are adjacent.

Graphical clues to the number of clusters
The values of the criterion offer clues as to how many clusters you actually
may have. Using keep:"crit", you can save these values for use in making
various plots. [ used reverse() to order them from first stage (bottom of
tree) to last (top of tree) so they are increasing. The last value is the
distance between the last two clusters that are merged.
Crd> criterion <- reverse(cluster(x,keep:"crit")); criterion

(1) 0. 60954 0. 76965 0.'80388 0.83119 0.91973
(6) 2. 1452 2.3442
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Crd> stages <- run(7) # stage or merge number,
Cnd> clustersleft <- 8 - stages # number of clusters at stage

Cnd> lineplot(stages,criterion,symbols:clustersleft,ymin:0,\
xlab:"Stage", ylab:"Criterion", \
title:"Merging criterion plotted against stage")

erging criterion plotted against stage

H O H R Do H R

l:l 1 1 1 1
1 2 3 4

Stage

nlk
Lny]
=1

Stage i is the result of the ith merge which transitions from 8 - i + 1
clusters to 8 - 1 clusters. The points are labelled with the number of
clusters after the merging (8 - i). There is a substantial jump in the value
of the criterion (distance between clusters) when we go from the "correct”
number of clusters (3) at stage 5, to too few clusters (2) at stage 6. This
is the sort of evidence that you are looking for in attempting to decide on
how many clusters there are.

A better way to view this same information is to plot the changes in the
criteria between successive stages. A large change indicates the merging
of two clusters that are quite far apart compared to previous merges and
hence possibly ought not be merged.



Cluster Analysis in MacAnova

Crd> J <- stages[-1]; changes <- criterion[J] - criterion[J-1]

Crd> lineplot(J,changes,symbols:clustersleft[-1]+1,ymin:0,\
xlab:"Stage", ylab:"Increase”, title:\
"Increase in criterion from preceding to current stage vs stage")

Increase in criterion from preceding to current stage vs stage
T T T T T

1.2F 1

LU IR R v = I |

2 = ) 5 3 7
Stage

The quantity plotted is the increase between the criterion achieved at a
given stage and the criterion achieved at the preceding stage. There is a
large change between the criterion at stage S (8 - 5 = 3 clusters) to stage
6 (8 - 6 = 2 clusters), indicating the merger of two clusters that were
relatively far apart compared to the distance between clusters merged at
previous stages. The labels of the plotted values are the number of
clusters before the merge. Thus, the fact that the peak is labeled 3
suggests three clusters might be appropriate.
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Effect of specifying a smaller number of clusters
Often only the output corresponding to the last few stages is of interest.
When ncl ust: mis an argument, the bottom of the dendrogram and the right
most column of the class table correspond to stage n - m when there are m
clusters. Nothing is printed about stages with more than m clusters.
Crd> cluster(x,nclust:4)

Case MNunber of dusters
No. 2 3 4

O~NOOTRRWN -
RPNRRPNR R
RPNWRNWWRE
ANWANWWE

Criterion

2.3442 4-------- +
2.1452  +----- +
0.91973 +--+ |
Custer No. 1 4 3 2
Custers 1 to 4 (Top 3 levels of hierarchy).
Clustering nethod: Average |inkage
D stance: Euclidian (standardi zed)
The three columns of the class table are the same as the first three
columns of the full class table, and the dendrogram gives the structure of
the top few lines of the full dendrogram, with empty columns squeezed out.
That is, cluster 4 is already the merger of clusters S, and 8, cluster 3 is
already the merger of cluster 3, 6, and 7, and cluster 2 is already the

merger of original clusters 2, and S.

ncl ust: malso affects what is returned when you use keyword keep. The
class table and criterion vector pertain only to the results from stage n - m

on.

Cmd> cluster(x,nclust:4,keep:vector("class","crit"))
conponent: cl asses

RPNRRNR R
PNWRNW®WR
ANWANWWER

nponent: criterion
) 2. 3442 2.1452 0.91973

12
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Cluster analysis of a larger data set

Here is an application of cluster to the data in file cbspots. txt,
transformed to logq(1 + y).

Cmd> spots <- read("™,"spots") # read from cbspots.txt
spot s 50 20 format | abels

)

N N N N N N N N N

Density neasurenents on 19 identifiable spots on each of 50 el ectro-
phoretic gels, each spot corresponding to a particul ar (probably
unknown) protein.

The data in each row was derived fromthe blood of a rat subjected to
a treatnent expected to affect its thyroid hornones.
There were 10 treatnents in all, including a control (treatment 2).

Col. 1: trt = treatnment nunmber (1-10)
Col. 2-20: density measurenments on spots 1-109.

) .
Read fromfile "TPl: St at 5401: Dat a: cbspot s. t xt"
Cmd> groups <- vector(spots|,1],labels:NULL)

Cmd> print(format:"2.0f",Case_No:run(50),Group_No:groups)
Case_No:

(1) 1.2 3 4 5 6 7 8 910 11 12 13 14 15 16 17 18 19 20 21 22

(23) 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44
(45) 45 46 47 48 49 50

G oup_No:

(1) 2111 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3
(23) 4 4 4 5 5 5 5 5 5 5 6 6 6 7 7 8 8 8 8 8 9 9
(45) 9 9 10 10 10 10

Crd> y <-1log10(1 + spots[,-1]) # transform data

Here is output from cluster().

giving the actual group membership (bold).

The sample size is SO which means that the complete dendrogram would
have SO roots and the full class table would be 50 by 49. We are interested

in the final stages so | used ncl ust: 20.

| have added a column to the class table
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2 3 4 5 6 7 8 910 11 12 13 14 15 16 17 18 19 20

Nunber of Custers

Case
No.

Cmd> cluster(y,nclust:20,reorder:T) # cases will be reordered

18012555555555522229999774556664444477773300096683
AN el R R R e R R R R e R | - e e R e R R R | —
18812555555555522229999774556664444477773300096683
— Ad A A A A A A A A A A A — Ad A A A A A A A —

1_000012555555555522229999774556664444477773300006683
- Al A A A A — Al e e -

1000012555555555522229999774556664444477773300006663
— el A A e e o el e e

1000012555555555522229999774556664444444443300006663
— A A A A A A A A A A A A — A A A

HAOOANOOOWOWOWOUOUOUOLUODANNNNOODOOOOOO NN IITITITITITITONOMNOOOOOWOWOM
- Al A A A A A - e

HOOANNANANANANANANANANANNNNNOOOOOOOO NN ITITITTITITITTONOMNOOOOOWOWOM
— - — e

OO TANANNNNNANNNANNNNNNOODOODOOOOMMNMNNMNLLLLLSNSITTTTTITTOMNMOOOOWOWOOM
— o v

OO TANANNNANNNNNANNNNNNOODOODOOOOMNNMNNLLLLLLSNTTTTTTTTTTOOOOOVWOOM
— — —

A WOANNNNANANNNNNNNNNNOOOOOODOOMNMNNLLODLDLLYSTTTTTTTTITTOOOOWOVWOWOM

o
O OONANNNNNNNNANNNNNNOODOODOOOOMNMNNMNLLDLLLYNTTTTTTTTTITITTITITOOOM

00O NNNNNNNNNNNNANNNNANNANNMNNMNNMNLDODLDLLLSTTTTTTTTTTTITTITITOOOM
A AT NANNNNNNNNANNNANNNNANANANNMNNMNNODODLDODSSTTTTTTTTTAITTITITOOOM
AT AT NANNNNNNNNANNNANNNNANANANANANANDDODDDODDSTTITTTTTITTAITTITITOOOM
AT AT NANNNNNNNNNNNANANANNANANANANANANDDOODLDLDYTTTITTTTTTTATITTIAITTITIT O
AA AT NNNNNNNNNNNNNNNNANANNANANANANANANANNST ST T T T TSI TITIT O
A A A NNANANNNNNNNNNNNNANNNANNANANNANANANANNANAN AN AN NN NN

A A ATANNNNNNNNNNNNNNNNNNNNNNNANNNNNANNNANNANANNANNNANNANANNANN

ANTOOONODOANMITLOM IO ON DD
AddAAAAT IS
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Citerion

5263 A-c----eo--- +
2292 L
1127 o e +

3389 o +

8421 | e +
7849 R +
3116 +--+ |

2362 S +
1678 E +
.1118 P +
4. 041 SN +

PRARRROONO

3. 4842 .

I

|  +--+
]
I

I

] oot
IR

: I
3.1754 |
I

3. 0093 +- -+ | | | ] |
Cluster No. 1 82011 21512 9 7 14 516 4 17 13 10 19 6 18
Custers 1 to 20 (Top 19 |l evels of hierarchy).
Clustering nmethod: Average |inkage
D stance: Euclidian (standardi zed)

[f you carefully examine the reordered class table you can see a good deal
of correspondence between clusters found at various stages and the original
groups. Both the dendrogram and the class table show that one cluster, 3 =
{28}, remains a "singleton” consisting of a single case right up to the final
merge from two clusters, distance 9.5263 apart, to one.

Let's see what the values of the criterion might suggest about the numbers
of clusters. Macro cluscritplot() in file mvgraphi cs. mac eases the job of
plotting the criterion and changes in the criterion against stage. You can
provide either the vector of criterion values or a structure with a vector
component criterion as may be returned by cluster ().

Here are plots of the criterion and changes of the criterion against stage
similar to those above.
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Crd> info <- cluster(y,nclust:20,keep:vector(“crit","classes"))
Crd> N <- nrows(y) # sample size

Crd> cluscritplot(info,N,values:T,\
title:"Criterion vs stage for ave. linkage clustering")

Crd> cluscritplot(info,N,change:T,\
title:"Change vs stage for ave. linkage clustering"”)

Criterion s stage for ave. linkage clustering Change s stnge for ave. linkage clustering
1 T T T T T T T T T T T T T T T

] 2z
C
i E 15
3 ]
3
I n
o4 |
n
2 n0.%
T
0
320034 36 35 40 42 44 46 45 32034 36 35 40 42 44 46 43
Jtage Jtage

The stages start with stage 31 when there are 50 - 31 = 19 clusters. The
plot of the criterion itself does not seem very informative in terms of
determining an appropriate number of clusters.

The plot of the changes may be more helpful. The quantity plotted at stage
i is the change in the criterion (always an increase) found during the merge
to 50-1 clusters as compared to the criterion found during the merge to 50-
i+1 clusters. They are labelled with the number, 5S0-i+1, of clusters
before the merge. The small maximum at stage 44 labeled with 7 is weak
evidence that the number of clusters is near 7. There is much stronger
evidence that the number of clusters is not less that S because of the start
of a string of rapidly increasing distances at stage 46.

Here is a comparison of the actual groups with the cluster membership
when there are 10 clusters, the “correct number.”

Crd> print(format:"2.0f",groups,Clusters:vector(info$classes|,9]))

gr oups:

(1) 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3
(23) 4 4 4 5 5 5 5 5 5 5 6 6 6 7 7 8 8 8 8 8 9

(45) 9 9 10 10 10 10

Clusters: Average |inkage clusters

(1) 1. 8 8 8 2 2 2 2 2 2 2 2 2 2 2 4 4 4 4 4 4
(23) 7 7 71010 3 4 4 4 4 6 6 61010 5 5 5 5 5 2
(45) 2 2 9 9 9 9

There are 4 underlined clusters (5, 6, 7 and 9) that coincide with the
original groups, (groups 8, 6, 4 and 10). Cluster 2 is made up of groups 2
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and 9. Three out of four members of group 1 make up cluster 8, with the
remaining element a singleton (cluster consisting of a single element). As
noted above, cluster 3 is a singleton, consists only of case 28. Altogether,
average linkage clustering does a pretty good job of recovering the original
groups.

Here is similar output from the stage when there are 7 clusters:
Crd> print(format:"2.0f", groups, d usters: vector(info$cl asses[, 6]))

gr oups:
() 2.1 1 1 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3
(23) 4 4 4 5 5 5 55 5 5 6 6 6 7 7 8 8 8 8 8 9
(45) 9 9 10 10 10 10
A usters:
(1) 12 1 1 1 2 2 2 2 2 2 2 2 2 2 2 4 4 4 4 4 4
(23) 7.7 7 4 4 3 4 4 4 4 6 6 6 4 4 5 5 5 5 5 2
(45) 2 2 2 2 2 2

Arguably, the is a more accurate clustering than with 10 clusters. Groups
1, 4, 6 and 8 match clusters 1, 7, 6 and S. And, except for case in the
group S that makes up the singleton cluster 3, each of the other groups is
entirely within one cluster, groups 2, 9 and 10 in cluster 2, and groups 3, 5
and 7 in cluster S.

Another way to evaluate the clustering is with a "confusion table”, a cross
tabulation of the actual groups and the cluster numbers.

Crd> table <- tabs(,groups,info$classes|,9])

Cmd> setlabels(table,structure("G","C")) # labels w row & col numbers

Crd> print(format:"3.0f",table)

table: Rows are groups, columms are clusters
Cl 2 3 ¢4 & 6 Cr € © c1o
Gl 1 o o o o o o 3 o0 o
(€2 0o 11 o0 O O O O o o0 o
&S o o o 7 O O O o o0 o
4 o o0 o o o o 3 0 o0 o
Gb o o 1 4 O O O o o 2
G5 o o0 O o o 3 0O o0 o0 o
Gr o o o o o o o o o 2
€3] o o0 O O 5 0 o0 o o0 o
€?] o 4 0 O O O O o o0 o
ao o o o o o o o o 4 o

[t's easier to see what's going on if you reorder the groups (rows) so that,
as far as possible, the maximum count in a column is on the diagonal. It's a
little tricky so I wrote macro ordertabl e() (posted to web page) to attempt
it. It does a reasonably good job.
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Crd> ordertable <- read(™,"ordertable")

ordert abl e

macro doll ars

) Macro to reorder rows and columms of a "confusion" table so that

Usage:

gr oups

ncl ust

)
)
)
)
)
)
)
)
)
)
)
)
)
)
) tabl e
)

)

)

)

)

)

t he di agona

clusters

cl asst abl e

dom nat es.

table <- ordertabl e(groups, clusters)
tabl e <- ordertabl e(groups, classtable, nclust)

vector of N positive integers identifying the group
each case belongs to

vector of N positive integers identifying the cluster
each case belongs to

N by mmatrix of positive integers, intended to be
the matrix returned cluster(x, nmethod: neth,
keep: "cl asses")

integer, 2 <= nclust <= ncol s(classtable) + 1. This
defines a vector clusters = classtabl e[, nclust-1]
the reordered g = max(groups) by max(clusters)
confusion matrix tabs(, groups, clusters)

The col ums of the confusion matrix is first reordered from |l argest
cluster to smallest. Then rows are reordered in stages, so as to
put the colum maxi ma on the diagonal as far as possible.

Read fromfile "TP1l: Macros: Ml var: ordert abl e. mac"
Crd> print(format:"3.0f",ordertable(groups,info$classes,10))

Rows are groups, colums are clusters

2 A4 &6 Clo &8 C7 &6 G A

MATRI X:
& 11
& 0
&S 0
Glo O
G/ 0
Gl 0
G4 0
&b 0
&b 0
€2 4

OR,ROOOOOONO

OCQOO0OOCO0OO0OO0OUIOO

CQOO0OO0CO0OOMMOOO
ONOOONOOOO
QOO OWOOOOO
CQOO0OWOOOOOO
OQOWOOOOOOOo
(o) JeololeleololeloNe)
[eololole) JolololoNe)

This shows the structure reasonable well. If row i and column i both have
non-zero values only where they meet on the diagonal, this indicates a
perfect match.
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Do the same with the 7 cluster solution.

Crd> print(format:"3.0f",ordertable(groups,info$classes, 7))

MATRI X Rows are groups, colums are clusters
Q2 4 &6 A 6 Cf a3

1

BRARRYRBBEY
ArPROCOCOOCOOOR
OQONOOOOOONO
QOO O0CO0OO0OO0OUIOO
OCOO0OO0OO0OO,,OOO
QOO O0OOWOOOOo
OCOO0OOWOOOOO
[eloloh JololololoNe)

Use of single and complete linkage methods
Let’s look at two other agglomerative cluster methods applied to these
data, single linkage and complete linkage.

Cmd> info <- cluster(y,method:"single",nclust:20,tree:T,\

keep:vector(“crit","classes")) #tree:T means print dendrogram
Criterion Single |linkage dendrogram

6162 H--e-e--- -
.6339 | e e e e e il +
0571  A-----n-- + |
3.87
. 6466 R LT +
. 4067 R EEEEEEPEEPEEPEE +

. 1208
. 0093
. 0056
. 9679

+- -+

NNPNNNNNNDNNOWOWWW H OO

I | ||
Cluster No. 1 5 9 4 21318 11 10 8 20 16 7 6 12 15 14 19 17 3

. 9129 |
. 8421
. 8172
. 7926
. 7916
. 7668
. 6297
. 5984

4827

+- -+

+- -+

Clusters 1 to 20 (Top 19 Il evels of hierarchy).
Clustering nmethod: Single |inkage

D st ance:

Eucl i di an (st andardi zed)
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Crd> cluscritplot(info,N,values:T,\
title:"Criterion vs stage for sing. linkage clustering")

Crd> cluscritplot(info,N,change:T,\
title:"Change vs stage for sing. linkage clustering")

Criterion ws stage for sing. linkage clustering Change vg stage far s1ng 11nkage cluster1ng

4 1.6]

1.4
1.2
1

T30 kK fatRE O
fols DA T

[ B % N R S o | I =

o o O O
I‘\-\.'l.h.!:l‘\-cl:l

o ,MJ-E_u_m_

=

32 034 36 38 40 42 44 46 45 32 e
Jtnge Stagt

There is no clear identification of the number of clusters although 8 (where
change starts to increase), or 7 (biggest change before final push) might be

a an informed guess.

Crd> print(format:"2.0f",groups,Clusters:vector(info$classes|,9]))

gr oups:

(1) 1 1 11 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3
(23) 4 4 4 5 5 5 5 5 5 5 6 6 6 7 7 8 8 8 8 8
(45) 9 9 10 10 10 10

Cl usters: Single linkage clusters
(1) 2 5 4 9 2 2 2 2 2 2 2 2 2 2 2 6 6 6 6 6
(23) 10 710 6 6 3 6 6 6 6 6 6 6 6 6 8 8 8 8 8

(45) 2 2 2 2 2 2

There is only a single cluster, 8, which coincides with an actual group.
Five clusters (1, 3, 4, 5 and 7) are singletons. Single linkage often yields
lots of singletons.

Here are reordered confusion matrices for the 10 and 7 cluster solutions.
Cmd> pnnt(format '3.0f",ordertable(groups,info$classes,10))

Q>
9
Q
8
Q
3
2
0
0
Q

BREBRQARYYY
A PROCOOOCOOOR
QOO WONOONO
QOO OO0OO0OO0OUIOO
CQOOOOONOOO
[eolololololol JoloNe)
QOO ORrROOO0OO0OO0O
OCOO0OOPFrPOO0O0O0OO0O
OOFrROO0OO0OO0O0OO0OO0O
OCQOO0OORrROOO0OOO0O
[eololole) JolololoNe)
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Crd> print(format:"3.0f",ordertable(groups,info$classes,7))
MATRI X:

=R
8
&
Q
Q
&3
Q

QBRRREBRER
OQUION,~,OP,L,OOR
NOWOOOOOONO
QOO OCO0OOONOO
COO0OO0CO0O0OOrOO0O
QOO0 O0OO0OOrOO0o
COO0OO0OO0OrOO0OO0OO0O
[eololeol JololololoNe)

Here is a complete linkage cluster analysis.

Crd> info <- cluster(y,method:"complete",nclust:20,tree:T,\
keep:vector(“crit","classes"))

Criterion Compl ete |inkage dendrogram

13.03 +-------- +
10. 578 oo e o e e meoo oo +
8. 0279 o +
7.9267 oo e e meeeeo - +
6.8612 o mee e eee o +
6. 6204 | oo e o +
5.6254 fomee e o +
5.5654 R +
5.196 S SR +
. 6902 +--+
5724 Fome e +
5197 +- -+
1659 +- -+
9365
8553

| +- -+
|
8446 |
|
|

|
|
| | +- -+
|
|
|

WL WA NN

| | +- -+
| | e |
| I |  +-+ I

. 5601
3. 537
3.5343 | +- -+ | || | |
Cluster No. 1 11 14 2 1320 10 915 4 316 12 818 6 19 5 17 7
Custers 1 to 20 (Top 19 levels of hierarchy).
Cl ustering nmethod: Conplete |inkage
D stance: Euclidian (standardi zed)
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Crd> cluscritplot(info,N,values:T,\
title:"Criterion vs stage for comp. linkage clustering”)

Crd> cluscritplot(info,N,change:T,\
title:"Change vs stage for comp. linkage clustering")

Criterion v stage Lfor comp. linkage clustering Change s stage for comp. linkage clustering

2.5
12
¢ 10 2
1
i 8 E‘ 1.5
I n
1 & 3
B 1
Fl
p 0.5
32 034 36 35 40 42 44 44 45
Jtage
QCmd> print(format:"2.0f",groups,Clusters:vector(info$classes[,9]))
gr oups:

(1) 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2

~N W
w
w
w
w

(22) 3 4 4 4 5 5 5 5 5 5 5 6 6 6 7 8 8 8 8
(43) 9 9 9 9 10 10 10 10

Cl usters: Compl ete linkage clusters

(1) 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3
(22 3 8. 8 8 5 5 7 3 3 3 3 6 6 6 5 5 4 4 9 9
(43) 10 10 1010 9 9 9 9

There are S clusters, 1, 2, 6, 8, and 10, that coincide with groups. These
correspond to groups 1, 2, 6, 4 and 9. There is one singleton, cluster 7
consisting of case 28, in group S.

Ond> print(format:"3.0f",ordertable(groups,info$classes, 10))

2 G & C1 &6C0 66 a8 A O
& 1 o0 o0 o0 o O o o o0 O
G3 o v o0 O o0 o0 o OO o0 o
ao o0 o 4 O0 o0 O o o0 o0 O
Gl o o o0 4 O O O OO o0 o
€3 o 4 0 O 2 O 0 O o0 1
€2 o o o o o 4 0 OO o0 o
& o o o0 o o o 3 O o0 o
4 o o o0 o o o o 3 o0 o
€<} o o 3 O o0 o0 o o 2 o0
G/ o o o o 2 o0 o0 o0 o0 o
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Crd> print(format:"3.0f",ordertable(groups,info$classes,7))

MATRI X:

2 G &6 1 &6 A O«
& 11 o0 o0 o0 O o0 ©O
&G o 7 O O O o0 ©O
& o 4 2 0 0 0 1
Gl o 0o O 4 O 0 O
& o o o0 o 3 0 ©O
&S 3 0 0 O o0 2 O
€2 4 0 O O O 0 ©O
G4 o 3 0 0O O 0 ©O
Ggto 4 0 0 O O 0 O
Gr o o 2 0 O 0 ©O

Choice of variables
The choice of variables input to a clustering algorithm can have a profound
effect on its success. When you include variables that themselves do not
cluster, you may dilute the effect of other variables that do cluster. Any
steps that can be taken to select more informative variables will usually
pay dividends. One method that is sometimes helpful is to replace the data
by the first few principal components. Here we apply average linkage
clustering to the first 4 correlation principal components.

Crd> eigs <- elgen(cor(y)) elgs$values # 4 values > 1

(1) 8.1623 3.7179 1.7374 1.1274 0. 89645

(6) 0. 76408 0. 56048 0. 53438 0. 36238 0. 2947
(11) 0. 20819 0. 16422 0.12944 0.10691 0. 080667
(16) 0. 054977 0. 050571 0. 02898 0. 018455

Cnd> princomps <- standardize(y) %*% eigs$vectors|,run(4)]

Crd> describe(princomps,var:T) # variances = eigenvalues
(1) 8. 1623 3.7179 1. 7374 1.1274

Crd> info <- cluster(princomps,nclust:20, \
keep:vector("classes","crit"),standard:F) # don't standardize
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Crd> cluscritplot(info,N,values:T,\

title:"Criterion vs stage for ave. linkage, PCs")

Crd> cluscritplot(info,N,change:T,\

title:"Change vs stage for ave. linkage, PCs")

el o ]
L R e I L N I = e = =]

Criterion ws stage for zve. linkage, FC=

320034 36 35 40 42 44 46 45
Jtage

Change v stage for ave. linkage, FCs

a AL : : :
320034 36 38 40 42 44 44 43
Jtange

The bump at stage 45 = 50-5, corresponding a change from 6 to S clusters,
might suggest 6 might be an appropriate number of clusters although that is

not clear.

Cnd> print(format:"2.0f",groups,Clusters:vector(info$classes|,9]))

gr oups:

(1) 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3
(22 3 4 4 4 5 5 5 5 5 5 5 6 6 6 7 7 8 8 8 8 8
(43) 9 9 9 9 10 10 10 10
Clusters: Principal conponents average |inkage clusters

(1)) 1 1 9 1 2 2 2 2 2 2 2 2 2 2 2 4 4 4 4 4 4

22 4 7 8 2 5 5 51010 1010101010 5 5 3 3 6 6 6

(43) 7.7 7 7 6 6 6 6

Cnd> print(format:"3.0f",ordertable(groups,info$classes,10))

MATRI X:

2 &4 G C10
& 11 0 o0 O
G o 7 0 O
Glo 0 O 4 O
(€3 O O O 4
Gr O 0O O O
€Y O 0O O O
Gl O 0O O O
8 O o0 3 O
(€5 O 0O O 3
4 1 0 0 O

!
Q
Q
&3
2
8

QCQOOOONWOOO

POOOR,ROOOOO

COO0OWOOOOOO0O
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print(format:"3.0f",ordertable(groups,info$classes,6))

MATRI X

o

RBRARRBRAAY

Q3
Q
8
!
Q
&3

NAAOOOOOOOR
POWOOORMONO
OQOONOOWOOO
OCQOO0OOCO,OOOO
CQOOONOOOOO

QOO OWOOPR~MOO

Only two of 10 clusters coincide (3 and 9) with groups and 11 out of 12
cases in cluster 2 are in group 2. This does not do as well as complete
linkage applied to the original data. There is one singleton, cluster 1.
Principal components has not improved things with these data.

To see what is probably the best that might possibly be done, I computed
the first 4 MANOVA canonical variables from these data and input them to
cluster(). By design, these variables are the linear combinations of the

original

variables that best separate the known populations. Of course, this

is not possible in any real situation because when you have pre-defined
groups there is no need to do cluster analysis.

Cmd>
Cmd>
Cmd>
Cd>
Cd>

groups <- factor(groups) # make sure groups is a factor
manova("y=groups",silent:T)

eigs <- releigen(SS[2,,],SS[3,,]) # relative eigen stuff

z <-y %*% (eigs$vectors[,run(4)]) # compute canonical variables

info <- cluster(z,nclust:20,keep:vector("classes","crit"), \
standard:F) # don't standardize
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Crd> cluscritplot(info,N,values:T,\
title:"Criterion vs stage for ave. linkage, CanVars")

Crd> cluscritplot(info,N,change:T,\
title:"Change vs stage for ave. linkage, CanVars")

Criterion s stage for awe. linkage, CanVars Change w= stage for ave. linkage, CanVars
. T T T T T T T T T 4.5 T T T T T T T T
" 4
C 3.5
{ ® [ 3
t
Z 4 B 2.5
T
= P
1.5
2
1
1 ho 1817 1615141512111 0.5
0 i-- 2 2
20034 G360 35 40 42 44 46 45 320034 34 33 40 42 44 44 4§

tage Stage
Note a clear bump at stage 41 = 50-9 would suggests 10 as the right

number of clusters, while another bump at stage 46 = 50 - 4 suggests these
might be grouped in S "super clusters”.

Cnd> print(format:"2.0f",groups,Clusters:vector(info$classes|,9]))
gr oups:

(1) 1.1 1 1 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3
(22) 3 4 4 4 5 5 5 5 5 5 5 6 6 6 7 7 8 8 8 8 8
(43) 9 9 9 9 10 10 10 10
Clusters: Canonical variables average |inkage clusters

(1) 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 6 6 6 6 6 6

22) 6 3 3 3 4 4 4 4 4 4 4 8 8 81010 5 5 5 5 5

(43) 7. 7 7 7 9 9 9 9

Cnd> print(format:"3.0f",ordertable(groups,info$classes,10))
MATRI X:
2 A4 6 & C7 @ 1 3 cuo
1

UBRERBLEER
COOOCO0OOOO0OO0O
[eolololololololol\Ne)
CQOO0OO0CO0OO0OO~NOOo
CQOO0OO0CO0O0OUIO0OO
OCQOO0OO0CO,~,OOOO
COOOPRLROOOOO
COOPR,ROOOOOO
QOWOOOOOOO0o
OCWOOOOOOOO0O
NOOOOOOOOO

Remarkably, the 10 clusters selected exactly correspond to the original
groups, numbered a different way. Clearly, using the right variables helps a
lot.
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Crd> print(format:"3.0f",ordertable(groups,info$classes,5))
MATRI X:

=~
Q
&
&
Q

BBABRRBRER
OCOO~NOOOOOoOr
WONOOOOONO
OrrOOWOOPRMOO
QOO0 O0OO0OUI0OOO
CQOO0OO0CO,OCOOO

"Super cluster” 2 consists of groups 2 and 3, 4 consists of groups 5, 6 and
7, 3 consists of groups 10, 3, and 4 and S and 6 are groups 8 and 1.

We do just as well with only 3 canonical variables (not shown), but worse

with only 2.
Cnd> info <- cluster(z[,run(2)],nclust:20,\
keep:vector("classes","crit"))

Ond> print(format:"2.0f",groups,Clusters:vector(info$classes|,9]))
gr oups:

(1) 1.1 11 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3
(22) 3 4 4 4 5 5 5 5 5 5 5 6 6 6 7 7 8 8 8 8
(43) 9 9 9 9 10 10 10 10
d usters:

(1) 1 1210 12 2 2 2 2 2 2 2 2 2 2 2 3 3 8 8 8
(22 3 7 2 2 3 3 3 3 3 3 3 5 5 5 3 3 4 4 4 4
(43) 6 6 7 9 6 6 6 6

Only two clusters coincide with groups. There are no singletons.

We can gain some idea of how apparent the actual groups are by scatter
plots of the first three canonical variables against each other:
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Crd> plot(z[,1],z[,2],symbols:groups,

\

title:"Scatter plot of MANOVA can vars 1 and 2",
xlab:"MANOVA Canonical Variable 1",ylab:"Canonical Var 2")

Cmd> plot(z[,1],z[,3],symbols:groups,

\

title:"Scatter plot of MANOVA can vars 1 and 3",
xlab:"MANOVA Canonical Variable 1",ylab:"Canonical Var 3")

Cmd> plot(z[,2],z[,3],symbols:groups,

\

title:"Scatter plot of MANOVA can vars 2 and 3"\
xlab:"MANOVA Canonical Variable 2",ylab:"Canonical Var 3")
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Canonical variable 1 is primarily determined by the distance group 1 is
from everything else, but also helps separate the other groups.
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