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To compute non-central t probabilities in
MacAnova, you use cunstu() with A as
argument 3.

Find power of 1% two-tail t-test when
g=6,n=5 ywx =D=1.5, 0"=1.26,
w={1/3,1/3,1/3,-1/3,-1/3,-1/3}
o> w <- vector(1,1,1,-1,-1,-1)/3; sigmasq <- 1.26
Om> g <- 6; n<- 5 D< 1.5

Q> delta <- sqgrt(n)*D sqrt(sunm(w'2) *si gnmasq);delta
(1) 3. 6596

Om> t_005 <- invstu(l - .01/2, g*(n-1)); t_005

(1) 2.7969 two tail 1% cutpoint
NOW CompUte P( tnoncentral z t.OOS) =
P(tnoncentral 5 _t.OOS) * P(tnoncentral Z +t.005)

Ord> cunstu(-t_005, g*(n-1), delta) +
1 - cunstu(t_005,g*(n-1), delta)
(1) 0. 79612

This matches the power computed using
power 2(), using C = A’

COmd> power 2(delta”r2, 1, .01, g*(n-1)) # power for n =5
(1) 0.79612

Two tail power
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Non-central t

You should the non-central F distribution
with numerator d.f. = 1 to find the power
of a t-test of a contrast only when you
plan a two-tail test.
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Sometimes, you have a one-sided
alternative to H: >} Wt = O:
e H: > wo >0  (reject for t >1t)

or

e H: 2 Wwot <0  (reject fort < -t)

When H, is false, t has what is known as
the non-central t-distribution on df

error

degrees of freedom and non-centrality
parameter A = /nywot/(c/{Ew’}).
A = 0 corresponds to ordinary (central) t.

t? =F so A = (.

df,.A 1.df,A27

wWhen A z 0, t does not have 0 mean and
s non-symmetric about its mean.
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Find one-tail power against the
alternative H, 3 Wt =D = 1.5

Ond> t_01 <- invstu(l - .01,g*(n-1)); t_01
(1) 2.4922 one tail 1% cutpoint

COm> 1 - cunstu(t_01,g*(n-1),sqgrt(n)*deltal)
(1) 0. 86934 one tail power

As you should expect, the power of the
one-tail test is larger than the power of
the two-tail test.

MacAnova comment
There are only two uses for which
sanpl esi ze() gives the correct answer,
both involving finding a sample size to
achieve specified power:
(a) CRD,equaln, H:o =..=0o =0

(b) RCB, Hy: ot = ... =t = 0

[t may give approximately the right
sample size with other designs.

You cannot use sanpl esi ze() to find n
for testing a contrast.

You can never use sanpl esi ze() to find
n that has specified margin of error.
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Factorial Experiments

Many experiments are designed to explore
the effect of more than one categorical
explanatory variables at a time.

That is, if, say, there are two categorical
explanatory variables A and B, each
treatment is defined by a combination of
one level of A and one level of B.

Example: You have 6 diets defined by the
choice of protein type (beef (B), cereal

(C) or pork (P)) and whether it was high
or low protein

Trt #| 1 2 3 4 S 6

Level |High High High Low Low Low
Type | B C P B C P
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This is a 2 by 3 factorial treatment
structure. There are g = 2x3 = 6
treatments. It is complete because all
combinations of levels of the two factors
are in the experiment.
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Here is an ANOVA of these data, ignoring

the factorial structure.
Om> y <- vector (183,176, 291, 254, 356, 300, 301, 271, \
224, 258, 244, 214, 329, 283, 308, 326)

Q> treat <- factor(rep(run(4),rep(4,4)))#4 1s,4 2s,4 3s,4 4s

Q> anova(“"y=treat",fstat:T)
Model used is y=treat
DF

SS (%] F P-val ue
CONSTANT 1 1.1653e+06 1.1653e+06  893. 36504 0
treat 3 25009 8336. 2 6.39079  0.0078075
ERRORL 12 15653 1304. 4

There is strong evidence the treatments
differ.
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Example: You have g =4 treatments to
study the effect of adding superphosphate
(P) and/or potash (K). Treatments are

1 2 3 4
None P K P and K

The two categorical variables are
absence or presence of P and absence or
presence of K:

1 2 3 4
P No Yes No Yes
K No No Yes Yes
Some data (n = 4) (Snedecor & Cochran):
Treat None P K P and K
183 356 224 329
176 300 258 283
291 301 244 308
254 271 214 326
Means | 226.0 307.0 235.0 311.5
Vars |[3119.3 1260.7 390.7 447.0

The original data was actually from a
RCB, but I'm treating it like a CRD here.

Statistics 5303
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You need three subscripts to identify
each response measurement
Y, = k" response at levels i and j of

factors A and B

Treat | PK, PK PK, PK,
Yo Yorr Y Yoo

Yo Yoo Yo Yoo

YUis Yoz Yios Yous

Yie  Yore Yoo Yoo

Means | y,. 4,.. Y. Y,
Vars | s, s, s s ?
] 4 4 4 4
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The mean over all cases with level i of
factor Alis Y., = 2 2.Y,/N.. N, = 2N,
The mean over all cases with level j of
factor B is y,, = 2.2.Y,,/n., N, = 2N,
The mean over all cases is

g.oo = ZIZJZkgle/N’ N = n++ = lejn”

The '+" in place of subscript means sum
over the subscript.

wWhen there are a levels of A and b levels
of B and all n, = n,

e n_=bxn, all levels 1 of A
e n, = axn, all levels j of B
e n_ = axbxn
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[t 1s not essential to the definition of
factorial structure that all combinations
be present. For instance, an experiment
with only treatments P K, P K, and PK,
has incomplete factorial structure.
Certain types designs for incomplete
factorial experiments are what are called
fractional factorial designs. These are

extremely important in situations in
which you have many factors.
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With three factors, A, B and C, you would
notate a response value as y,,,, where
is the replication number for the treat-
ment determined by levels 1, j and k of
factors A, B and C, respectively.

Q. What would y, .., be?

A.The mean of all cases in treatments
with levels A and C,, ignoring B.

The examples are examples of complete
factorial structure. The treatments
consist of all combinations of the levels
of each factor. With complete a by b
factorial treatments, g = axb.

Some industrial experiments may involve
20 or more factors. Even if each factor
has only two levels, when there are k
factors, g = 2, which can be huge. For k
= 20, g = 2*° = 1.05x10° > one million.
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Factorial analysis is based on a part-
icular type of model for the treatment
means y . Specifically, with two fac-

tors, the model is

My= B+ Bvotf
where {o} are factor A main effects, {8 }
are factor B main effects and {«f,} are
interaction effects. («f doesn't mean
o<><,8ij.)
Equivalently, factorial analysis is based

on particular families of contrasts
among the i, specifically main effect

contrasts and interaction contrasts.
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[t’s important to distinguish between a
factorial treatment structure and a
factorial analysis.

There are cases where you have factorial
structure, but the {j, } can be modeled
more simply than the factorial model.
Example: 2° model with means like
A 1 2
B 1 2 1 2
c(1 2 1 21 2 1 2
o131 3.1 3.1 3.113.1 3.1 3.1 9.2

All means except U, are the same.

This has a complicated factorial struc-
ture involving A, B and C main effects,
two-way interaction effects and three-
way interaction.

But it is more simply defined in terms of
two means.
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A contrast among the means must have a
w,, for each mean so you can also arrange
them in a table

B
w w w
1 12 13
A
Wa W, Was

If {w } a contrast, you must have

22w, = 0. Here is an example
B

-1 -1 T

1 -1 1

A

This has three -1's and three +1's so they
add to O.
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Contrasts:
Here is a table of means for a 2 by 3
experiment.

B
A }'111 }'112 J"113
}'121 }’122 J'123
The sample means would be
B
A Yy, Y
gz] U22 U23
Based on sample sizes
B
A 11 n12 n13
n21 r]22 n23
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[f you knew A had no effect, then this
would effectively be an experiment with
g = 3, and you might use the orthogonal
contrasts {1,-1,0} and {-1,-1,2}.

B
1 -1 0
A 1 -1 0
and
B
-1 -1 2
A -1 -1 2

These are main effect contrasts for B,
ignoring A.
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Similarly, for factor A, you would use the

contrast {1, -1}, which translates to
B

1 1 1

A -1 -1 -1

This is a main effect contrast for B,
ignoring A.
In general, for an A main effect contrast,

the contrast weights for a given level of
A are the same for all levels of B.

That is, when A has a levels, an A main
effect contrast for A

B
W, W, W,
W W W
2 2 2
A
a Wa Wa
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These are interaction contrasts

B
1 -1 0
A -1 1 0
and
B
-1 -1 2
A 1 1 -2
In general, if
B
11 12 1b
A W, W, C. W,
W, W, C. W,
Where
2 .eW, =0, =1,.., b (column sum)

i=1, .. a(row sum)

ZW;J‘SDWU’
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In general, for a B main effect contrast,
the contrast weights for a given level of
B are the same for all levels of A.

That is, when B has b levels, a B main
effect contrast has the form

B
W1 W2 WD
A W1 W2 Wb
W1 W2 WD
where 3’ w, = 0. The contrast weights

1<j<b
for a given level of B are the same for
all levels of A.
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In our 2 by 3 case, the interaction con-
trasts, in terms of means are

(W, - 1) = (- )
= (Mg, - M) - (U, - )
and
(=l = By + 2000 = (,, + Jo,- 200,)
= -0, - ) - (e, - )+ 200, - J)
These are both contrasts of contrasts.
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