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Statistics 5303 Lecture 15 October 7, 2002

Since power is the probability of ob-
taining a large F-statistic when H is
false, you use the non-central F distri-
bution to calculate power.

Example: o = .01, g=6,n=4and(, =

2. /0% = 5, when testing H:ot, = ... = ¢
Q> g <- 6; n <- 4; df_error <- g*(n-1); df_error
(1) 18 Error DF

Cd> alpha <- .01 # type | error probability

Ovd> F al pha <- invF(1 - alpha, g-1, g*(n-1)); F_al pha
(1) 4.2479 Rej ection cut-point for F-test

Ond> zetal <- 5 # n=1 non-centrality paraneter

cunF() with 4 arguments computes
P(F <F):

noncen — [
Cmd> 1 - cunF(F_al pha, g-1,g*(n-1), n*zetal)
(1) 0.61812
power 2() avoids finding F_

Ord> power 2(n*zetal, g- 1, al pha, g*(n-1))
(1) 0.61812

power () 1s a short cut to power () for CRD
and RCB.

Crd> power (zetal, g, al pha, n) # Power for CRD, the default
(1) 0.61812
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For Randomized Complete Block design
(RCB), df_ _=(g- 1)(n-1).

error

Ond> power 2(n*zetal, g-1, al pha, (g-1)*(n-1))

(1) 0. 56874
CGrd> power (zet al, g, al pha, n, desi gn: "rcb")
(1) 0. 56874
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[nn=n,=..=n =ncase, non-central F

2 g

depends on (, = Y */C”

Before you can choose a sample size n,
you need somehow to come up with
values for y «* and o”.

You pick a value for o® the same way you
pick a value for MS_when the goal is a

C.I. width.

Picking > o often seems impossible.

[t is simpler when you can come up with
a difference D of two effects that is
important to discover with high proba-
bility, that is reject H, with high proba-
bility.

You then can look at various cases invol-
ving at least one pair with _o} - oN___ = D.
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Pessimistic

The most conservative or pessimistic is
to plan for the smallest C, = Y «” that
can occur <<:®3 at least o and X, with
ot - ot -

-D/2

D/2

= I TTTTITIT]

This guarantees at least the desired
power with one or more _oﬁ - Q__ >D

This worst case is when all « = 0 except
two which have values *D/2. In this case
> =D/2 and C, = D*/(207).
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Optimistic C,

Or you could be an optimist and plan for
the largest possible y o with at least 1
pair with _oNM - oN___ D. This case has the
lowest power of alternatives with

_oﬁ - Q__ D for some 1, j.

With even g, this happens when half the
o's are +D/2 and the other half are -D/2.

D20 D/2
[In this case
>’ =g(D/2)" and C, = gD*/(407).
With odd g, say g = 2h + 1, the best case
is with h ot’s = -(D/2)(-1 - 1/g) and h
(D72)*(1 - 1/9g). With these «'s
> o’ =(D/2)%(g*-1)/g
C, = (g°-1)D*/(4gc”)
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Somewhere in the middle is an alter-
native in which you assume the «'s are

equally spaced between min o« = -D/2
and max o = +D/2.
D2 0 D/2

In this case
C, = g(g+1)D*/(12(g-1)o?).
Omd> signasq <- 1.26
Q> D <- 3

Crd> power (DM2/ (4*sigmasq),g,.01,n) # pessimstic
(1) 0. 15842 Lowest power

Ord> power (g*(g+1) *D'2/ (12*(g-1)*sigmasq), g, .01, n) # in nmddl e
(1) 0. 61812 I nt ernmedi ate power

CQrd> power (g*D*2/ (4*sigmasq), g,.01,n) # optinmistic
(1) 0. 96745 Lar gest power

The differing powers reflect the fact
that the pessimistic case has smallest
C,, the intermediate case has second
smallest C,, and the optimistic case has
the largest C,.
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You can use power () to find a sample
size directly by trial and error.

Consider the intermediate case: Compute
power forn=2,3, ..., 10

Cmd> N <- run(2,10) # range of sanple sizes =2

Qmd> power (g*(g+1) *D*2/ (12*(g-1)*si gmasq), g, . 01, N)
(1) 0. 10337 0. 34759 0. 61812 0. 81296
(6) 0. 96987 0. 98961 0. 99669 0. 99901

Power = .10337 goes with n = 2. The
first power > .9 is .92051 for n = 6 soO
you need n > 6 for power > .9; similarly
for power > .95 you need n > 7/, etc.

0. 92051

Alternatively, you could use power 2()

Oé_vcosmqwﬁzx@i@ﬁv*_u,m\Emi@-b*mm@:mme.@-p_.oﬁmiz
(1) 0. 10337 0. 34759 0.61812 0. 81296 0.
(6) 0. 96987 0. 98961 0. 99669 0. 99901

Or you can use sanpl esi ze(). This Is
used almost like power () except the last

argument is the power you want.
AOMWV sanpl esi NMA g*(g+1l)*DM2/ (12*(g-1) *si gmasq), g, . 01, . 9)

Qa_vwm:v_mm.NmA@i@+C*Q,NZHNi@-C*m_@:mme_@_.ou..mmv
(1 7

.9 and .95 are the desired powers. .01 is
the significance level « of the test.

1))
92051
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sanpl esi ze() is somewhat computa-
tionally intensive. By default it quits
once it sees that n > 256 and reports 256
as the answer. It warns you when that
happens.

Here's an example we want power = .9
but we have a tiny n = 1 non-centrality
parameter (C, = .04). This requires a
large sample size.

Crd> sanpl esi ze(.04,2,.05,.9) # g = 2, alpha = .05, power=.9
WARNI NG sanpl esi ze() truncated at 256
(1) 256

To try harder, allowing answers > 256,
use keyword phrase maxn: N as an argu-
ment to set the truncation point to N.
Here I tried again, allowing N < 1000.

Cmd> sanpl esi ze(. 04, 2, . 05, . 9, maxn: 1000)
(1) 264

This 1s only slightly more than the
default truncation point, and there's not
much gain in power:

CQrd> power (. 04, 2, . 05, vect or ( 256, 264))
(1) 0. 8914 0.90038 8 nore cases gains little
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Another comparison of the three
choices.

Suppose the threshold for "interesting” is
D = 3 and you best guess is ¢’ = 4.

Then the lower bound (pessimistic) n = 1
non-centrality parameter is

C, = D?/(207?) = 3?/(2x4) = 1.125.
CQmd> sanpl esi ze(3"2/(2*4),6,.05,.95) # g =6
(1) 19 Required sanple size for each of 6 groups

Cd> power (372/(2*4), 6, .05, run(18, 20) ) #Powers for n=18, 19, 20
(1) 0.94311 0. 95545 0. 96531

The intermediate sample size comes
when

C, = g(g+1)D*/(12(g-1)o?)

Cd> sanpl esi ze(6*(6+1) *372/ (12*(6-1)*4), g, . 05, . 95)
(1) 14

Qrd> power (6*(6+1) *372/ (12*(6- 1) *4) , g, . 05, run( 13, 15))
(1) 0. 94039 0. 95768 0.97029 Powers for n=13, 14, 15

The optimistic sample size is

Oavmm:U_mm_NmAm*wG\:*é.@_.om,.wmv
(1) 7

Cnd> power (6*3"2/(4*4), g, .05, run(6, 8))#Powers for n=6,7,8
(1) 0.9078 0. 95507 0.97919

10
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Here | compute and the power for the 3
alternatives forn =2, 3, ..., 20.

Omw> D <- 3; sigmasq <- 4, g <- 6

Omd> N <- run(2,20) # range of sanple sizes

Ord> pw 1l <- power(D'2/(2*sigmasq), g, .05, N) # pessimstic
Cmd> pw 2 <- power (g*D*2/ (4*sigmasq), g, .05 N) #optimstic
Qmd> pw 3 <- power(g*(g+l)*Dr2/(12*(g-1)*sigmasq), g, .05, N
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Power for a contrast.
To test H: 2 wot = 0, you normally use
the t-statistic
t=Ywy./SE[X wy.]
=Y Wy.//{MS xy> w?/n}
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Qﬂvc_ i nepl ot (n, :oo:owﬁ (pw 1, pw 2, pw 3), xl ab: " Sanpl e size",\
2P ",ymn:0, :
W\_w_m“..mwﬂﬂwq W\w_ﬂs_umww_im:o_ optimstic, internediate cases") <<~.:4 m_\—. = n_s—.mio1 = @ADl._v
Ord> addl i nes(vector (0, 21),rep(.95, 2)) : 2 _
Fower for pessimistic, optimistic, intermediate cases m ._. DO@ .ﬂm: - ﬂg.n:. Co_(— Omj Cmm UO%—\ NA v .ﬂo
1FT j ! e
= : == compute power.

I ’ Power = 95 line You can’t use power () to compute power
and you can’t use sanpl esi ze() to find a

sample size.

0.er

N

Hm g o

Minimum power for D =3
0.4r i

The n = 1 non-centrality parameter is

ﬁg - AMmEﬁQ#vm\ﬁO\meﬁéww

Intermediate power for D =3

0.2t Maximum power for D =3

Fi S 3 1a 15, 14 i& 15 Z0 i
Sample size

From this plot you can determine the
required sample sizes from the points
where the curves cross the power = .95
line.

11 12
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Suppose you want to compare the average
effects of treates 1, 2 and 3 with the
average effects of treatments 4, 5, an 6,
and a difference of D = 1.5 is important
to detect with high probability. You
guess ¢” = 1.26 and want power = .95

The contrast weights are
{1/3,1/3,1/3, -1/3, -1/3, -1/3}

Omd> w <- vector(rep(1/3,3),rep(-1/3,3)); w

(1) 0.33333 0.33333 0. 33333 -0. 33333 -0. 33333
(6) -0. 33333

Omi> signasq <- 1.26 # Hoped for variance

Ow> D < 1.5

Onl> zetal <- DM2/ (sum(w2) *si gmasq); zetal

(1) 2.6786

Qmd> power 2(5*zetal, 1,.01,g*(5-1)) # power for n =5

(1) 0.79612

Cmd> N <- run(2,20) # range of sanple sizes

Crd> power 2(Nfzetal, 1,.01,g*(N-1)) # power for n =2, ..., 20
(1) 0. 19702 0. 44891 0. 65329 0. 79612 0. 88649
(6) 0. 9396 0. 96906 0. 98466 0. 99261 0. 99653
(112) 0. 9984 0. 99928 0. 99968 0. 99986 0. 99994
(16) 0. 99997 0. 99999 1 1

From this output, the first power > .95 is
.96906 corresponding to n = 8.

13
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Non-central t

You should the non-central F distribution
with numerator d.f. = 1 to find the power
of a t-test of a contrast only when you
plan a two-tail test. Although this is
probably most common, sometimes your
alternative to

H: 2 Wot =0 is

e H: > wox >0 (reject for t > t)

October 7, 2002

or

e H:> wox <0 (reject for t < -t )

When H_ is false, t has what is known as
the non-central t-distribution on df

error

degrees of freedom and non-centrality
parameter § = \/nyw.ot/(c/{>w?}) so
that 8 = . & = O corresponds to ordinary
(central) t.

When 6 z 0, t does not have O mean and
s non-symmetric about its mean.

14
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In MacAnova, you use cunstu() with § as
argument 3 to compute non-central t
probabilities.

Find power of 1% two-tail test for the
previous example:
Cm>t_005 <- invstu(l - .01/2, g*(5-1))#two tail 1% cutpoint

ZO<< OOB_UC._HQ _UA _ .ﬁzozomzim_ W .ﬂ.oomv
P(t < -t )+ Pt > +t

noncentral — .005 noncentral — .oomv
Crd> cunstu(-t_005, g*(5-1),sqrt(5*zetal)) +\

1 - cunstu(t_005,g*(5-1),sqrt(5*zetal))
(1) 0. 79612

This matches the power computed using
power 2() .

Qmd> power 2(5*zetal, 1, .01, g*(5-1)) # power for n =5
(1) 0. 79612
Find one-tail power when 3} Wt =D = 1.5

Cmd>t 01 <- invstu(l - .01,g*5-1);t_01# 1-tail cutpoint
(1) 2.462

COmd> deltal <- D/sqrt(sum(w*2)*si gmasq)

Crd> 1-cumstu(t_01,g*(5-1),sqrt(5)*deltal)
(1) 0. 87552

As you should expect, the power of the
one-tail test is larger than the power of
the two-tail test.
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