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Statistics 5303 Lecture 10 September 25, 2002

A question was asked in class as to how
to do Exercise 5.2.

You are given means y, = 3.2892, 10.256,

8.1157, 8.1825 and 7.5622 as results of
a completely randomized design with g =
S treatments and n, = n, = ... = n, = 4.

2 S

You are also told MSE = 4.012.

(a) Construct an ANOVA table for this
experiment and test the null hypothesis
that all treatments have the name mean.
Without the original data, there is no way
to use anova() to do this. You have to
fall back on formulas for 5SS, and SS..
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By an equation on p. 46

mmﬁl = MAMR@DMA_H. - H.vm.
where

H. - MJR@MEM}c:\Z - MRR@PH.\Z
Z = MAMR@D#

Here's one way you could find the various
quantities needed for an ANOVA table.

QOrd> ybars <- vector(3.2892,10.256,8.1157,8.1825,7.5622)
Crd> n <-rep(4,5) # or vector(4,4,4,4,4), sample sizes

Crd> N <- sum(n) # total number of cases

Qrd> g <- 5 # number of treatments

Od> df_trt <- g-1 # treatment DF

QOrd> df_error <- N - g # error DF

Crd> grandmean <- sum(n*ybars)/N # from formula above
Qrd> ss_trt <- sum(n*(ybars - grandmean)"2) #from formula above
Cmd> ms_trt<-s_trt/df trt

Ord> ms_error <- 4.012 # given as MSE; = ss_error/df_error
QOrd> ss_error <- df_error * ms_error

Cmd> fstat <- ms_trt/ms_error # ratio of mean squares

QGrd> p_value <- 1 - cumF(fstat,df_trt,df_error)
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You can now print out ss trt, ss_error,
df trt,df _error, ns_trt, ns_error,
fstat and p_val ue and arrange them in a
table

(b) Test the null hypothesis that the
average response in treatments 1 and 2
is the same as the average response in
treatments 3, 4 and 5.

As always you need to express this
symbolically. You are asked to test

Io" At_ * tmv\w - Atw *H, tmv\w =0
This is a contrast in the group means
with weights

?i ={1/2,1/2,-1/3,-1/3,-1/3)

To do the test you need a t-statistic of
the form
t = estimate/(standard error of estimate)
The estimate is ). . Wy, with esti-

mated standard error (see p. 68)
SE[Y., . Wy.l=s/{>  w?n} s?=MS

1<i<g E
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To do this in MacAnova you need to
translate formulas into MacAnova com-
mands:

Qmd> w <- vector(1/2,1/2,-1/3,-1/3,-1/3) #contrast weights

Qmd> sum(w) # sum is zero so it's a contrast
(1) 1.1102e-16

QOrd> estimate <- sum(w*ybars) # estimated contrast
CQmd> std_error <- sgrt(ms_error*sum(w”"2/n))

COmd> tstat <- estimate/std_error # t-statistic

COrd> pval <- twotailt(tstat,df_error) # p-value

You can now use the P-value to decide
whether you can reject H..

[t would be a lot easier with all the data,
since then you could do something like:

Crd> anova('y = treat", fstat.T)

Qrd> result <- contrast(treat,w)

Ord> tstat <- result$estimate/result$se
Crd> pval <- twotailt(tstat,DF[3])

Here DF[ 3] 1s the third element of var-

lable DF created by anova() and contain-
ing the DF column from the ANOVA table.
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More on multiple comparisons

Several multiple comparison methods are
based on the distribution of the Studen-
tized Range.

Mathematically, the Studentized range
distribution is defined as follows:

e Let X, X, ..., X, be a random sample
from N(u, o?)

e |et S° be an estimate of ¢? distributed
as o°X,°/df independent of {X}.

Q = Range({X })/S=(max({X })-max({X }))/S

has the Studentized range distribution.

Comment: S® is an unbiased estimate of
o’ that is p, = o°

Note that all the X 's must have the same
variance.
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The distribution of Q 1s characterized b y Table D.8: Percent points for the Studentized range
e K = number of observations in range
e df = degrees of freedom associated .
) 5 Table entries are @.omﬁﬁs .05
with S . :

2 3 4 5 6 7 8 9 10 15 20 30 50
18.0 27.0 328 371 404 431 454 474 491 554 59.6 651 717
6.09 833 980 109 11.7 124 130 135 140 157 168 183 20.1
450 591 682 750 804 848 88 918 946 105 112 122 134
393 504 576 629 671 705 735 760 783 866 923 100 109
3.64 460 522 567 603 633 658 680 699 772 821 887 9.67
346 434 490 531 563 590 612 632 649 714 759 819 891

334 417 468 506 536 561 58 600 616 676 717 773 840
326 404 453 489 517 540 560 577 592 648 687 740 8.03

Table D.8 on Oehlert p. 633-634 has
upper 5% and 1% critical values for Q for 305 388 43 1468 491 312 530 246 360 611 647 695 74

311 382 426 457 48 503 520 535 549 598 633 679 7.35
K =1 , 2 , eees 10 , 15 , 20 , 30 , d nd SO and 12 308 377 420 % 475 495 512 527 539 58 621 666 721
13 306 373 415 445 469 48 505 519 532 579 611 655 7.08

The distribution does not depend on ¢ or
on .

D S0®XNOUR WL <

14 303 370 411 441 464 48 499 513 525 571 603 646 698
n_mm_ rees of freedom df = v = 1 , 2 , eeee, 30 , 15 301 367 408 437 459 478 494 508 520 565 596 638 689
16 300 365 405 433 456 474 490 503 515 559 590 631 681

35 40. 50. 100 and oo 17 298 363 402 430 452 470 486 499 511 554 584 625 674
) ) , . 18 297 361 400 428 449 467 48 496 507 550 579 620 6.68

19 296 359 398 425 447 465 479 492 504 546 575 615 6.63
20 295 358 396 423 445 462 477 490 501 543 571 610 6.58

Y = o corresponds to the case when o’ is 21 294 356 394 421 442 460 474 487 498 540 568 607 653

: : 22 293 355 393 420 441 458 472 485 496 537 565 6.03 649
_A NOWN an n_ .ﬁ j@ _‘.m._” 10 1S 23 293 354 391 418 439 456 470 483 494 534 562 600 6.46
24 292 353 390 417 437 454 468 481 492 532 559 597 642

25 291 352 389 415 436 453 467 479 490 530 557 594 639

26 291 351 388 414 435 451 465 477 488 528 555 592 636

Q = (max({X }-max({X})/c 27 290 351 387 413 433 450 464 476 486 526 553 589 634

i i ’ 28 290 350 3.86 412 432 449 462 474 485 524 551 587 631

29 289 349 385 411 431 447 461 473 484 523 549 585 629

30 289 349 385 410 430 446 460 472 482 521 548 583 627

.ﬁjm.ﬂ is the mO.ﬁcm_. value of ¢ is used 35 287 346 381 407 426 442 456 467 477 515 541 576 6.18
instead of an estimate. B 2% 343 377 400 421 436 449 461 471 307 33 3 606

50 284 342 376 400 419 434 447 458 468 504 529 562 6.02
100 281 336 370 393 411 426 438 448 458 492 515 546 583
o 277 331 363 38 403 417 429 439 447 480 501 530 5.65
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You can compute critical values (upper
percent points) in MacAnova using

I nvst udrng() :
Ord> invstudrng(1 - .05,5, 11)
(1) 4.5737

You can get an upper tail probability (P-
value) using cumst udr ng() :

Crd> g_obs <-5.123; 1 - cumstudrng(q_obs, 5, 11)
(1) 0. 026489 P(Q 2 5.123)

Upper 5% point of Q

In the multiple comparison situation,
when Hg: [ = J, =...= [ = Jis true, and
n.=n =..=n =n(equal sample sizes)

1 2 g

* U. U, ... y, are independent N(j,5°/n)
e MS./n=s?/n=G°/nis independent of

{y.} with distribution (c?/n)X, */(N-g)
Identifying y, with X and s?/n with S°

Q = {max(y.) - min(y_)}/(s//n)

10

has the Studentized range distribution
with K = g and df = N-g. The "range” is
the range of sample means.
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This provides an alternative way (to an F
statistic) totest H: pu = g, = ... = Q
when the sample sizes are equal:

g

Reject H,: when Q > q_(g,N-g)

Cmd> data33 <- read(™,"pr3.3",quiet:T) # Problem 3.3 data
Read fromfile "TPl: Stat 5303: Dat a: CeCh03. dat "

Cnd> treat <- factor(data33[,1]) # create treatment factor
CGmd> longevity <- vector(data33[,2]) # create response vector

Cmd> anova('longevity=treat" fstat:T)
Model used is |ongevity=treat

DF SS VS F P-val ue
CONSTANT 1 2782. 4 2782.4 1349. 49826 < le-08
treat 4 243. 16 60. 79 29.48371 5.9878e-07
ERRCRL 15 30. 928 2. 0618

Cnd> dfe <- DF[3]; mse <- SS[3]/dfe # mse = 30.928/15
CGmd> vector(mse, dfe) # same as in ERRORL line of table

ERRCRL ERRCRL
2.0618 15
CGmd> ybars <- tabs(longevity,treat, means:T);ybars#sample means
(1) 18 12 11.975 9 8
Cnd> tabs(longevity,treat,count:T) # sample sizes
(1) 4 4 4 4 4

Crd> n <-4 # common value of sample sizes
Cnd> g <- 5 # number of groups

Qmd> g <- (max(ybars) - min(ybars))/sqrt(mse/n); q
(1) 13.928 Studentized range Q

Ond> invstudrng(1 - .01,5, dfe) # Critical value
(1) 5.5563 Q = 13.928 >> 5.5563;

Cmd> 1 - cumstudrng(q,5,dfe) # P-value
(1) 1.3828e-05 Very snull

reject at 1% | evel
P-value => Reject HO

10



Statistics 5303 Lecture 10 September 25, 2002

When is Q significant? When the range of
y..'s 1s large enough. Specifically, when

max(y..) - min(y..) > HSD

1e 1e

where the Honestly Significant Diffe-
rence HSD 1s defined to be

HSD = q,(g.N-g)s,/+/n
Now SE[Y,, - §.1= /{2xs?/n} = /2xs /\/n
so another expression for the HSD is
HSD = q (g.N-g)xSE[Y,.-U,.1//2.
Note the quantity /2 in the denominator.
Obviously, if any |J, - §.| > HSD, then
max(y._.) - min(y,) > HSD

1® 1e

so another way to test H_ is reject H_ if
_9 - y,.| > HSD for any i =z j.

11

Statistics 5303 Lecture 10 September 25, 2002

The nice thing about this is that when
you reject H you have information about
which means are different. Specifically,
for any 1 z ], when _c: - Y,.| > HSD you
reject H .= W, = M.

This procedure is the basis of the HSD
multiple comparisons method, also
known as the Tukey method and the
Studentized range method.

Tukey named it the Honestly significance
difference because he believed the most
widely used method, the LSD or Least
Significant Difference method, often
found more significant differences than
was really supported by the data and thus
was not quite "honest”.

12
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The (protected) LSD method is the
oldest multiple comparisons method. It
was first formalized by R. A. Fisher.

Suppose your sample sizes are equal n, =
n =..=nNn =n.

2 g

Then the naive method rejects H;: p = j,

when |t | >t wheret isa t-stat-
1j ot/2,N-g ij

istic defined as:

t

i

Ac? B cl__.v\m\,_m_”_H. B cl_.”_

(U, - U.)//(257/n)

s,” = MS, from ANOVA

This is the same as rejecting H, when
U, -5.| >LsD =t_,, x/(257/n)

the Least Significant Difference.

Thus you might call this the naive LSD
method. I[ts per comparison error Is
but its experimentwise error rate can be
very high.

13
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The protected LSD method has 2 steps.

1. Do an ANOVA. If F is not significant
at level o then you are done; there is
no evidence that any means differ.

2.0nly if F is significant, compute the

LSD and reject Hy if |G, - §.| > LSD

With this procedure, the only way you can
make a type | error is if you get to step
2 and then find |T,, - §.| > LSD, and even
then it may not be a type I error.

When all the means are equal,
P(get to step 2) = P(F > F) = «,
SO
P(any type 1 error) < «,
This means the experimentwise error
rate cannot be greater than «. However,

the strong experimentwise error rate can
be much bigger.

14
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The practical application of the LSD
method, HSD method as well as other
methods starts with ordering the means
from smallest to largest, say

Yne = Yo = o0 = Y.

corresponding to means W, Mo oo H

You need to keep track of which treat-
ment y,,. and y, go with.

You first find all means y,,, if any, that
are not significantly fromy . These are
all the means such that treatments such
that y,. <y,. + LSD. Often a line is
drawn under these. Then all means Y,
with i > 2 such that y  <1y,. + LSD

are considered not significantly different
from j ., and a line drawn under them,

and so on. If a line is completely under
another line it is not drawn.

15

Statistics 5303 Lecture 10 September 25, 2002

Cmd> Isd <- sqrt(2*mse/n)*invstu(l - .05/2,dfe); Isd

(1) 2.1641 5% Least Significant Difference

CGmd> sort(ybars) # ordered means

(1) 8 9 11. 975 12 18
CGmd> sort(ybars)[-5] + Isd

(1) 10. 164 11. 164 14. 139 14. 164

A line connects the first two means
because 8 + 2.164 = 10.164 > 9 and
10.164 < 11.975. Since 9 + 2.164 =
11.164 < 11.975 no line 1s drawn
connecting the 2™ and 3™ mean. And so
on.

You can use grade(ybars) to recover the
treatment numbers of each mean.

Cnd> grade(ybars)
(1) 5 4 3 2 1

Macro pai rwi se() provides a black box
way to do the comparison, orienting

things vertically rather than horizontally.
Qmd> pairwise("treat",.05,Isd:T)

| 5 -3.79 Isd: T directs that the LSD
| 4 -2.79 met hod be used
| 3 0.18
| 2 0. 205
1 6.21

The first column of numbers are treat-
ment numbers and the last column are
effects o, not sample means.

16
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Crd> ybars - sum(ybars)/5 # alpha_hats

(1) 6. 205 0. 205 0.18 -2.795 -3.795

The HSD method is done the same using
HSD instead of LSD

COrd> hsd <- invstudrng(1 - .05, 5, dfe)*sqrt(mse/n);hsd

(1) 3.1354 5% Honestly significant difference

CQrd> sort(ybars)[-5] + hsd # ordered means + HSD

(1) 11. 135 12. 135 15.11 15. 135

Qrd> sort(ybars) # ordered means

(1) 8 9 11. 975 12 18

Now a line is drawn under the 2™, 3™ and
4™ means because 9 + HSD = 9 + 3.135 =

12.135 > 12.
CQmd> pairwise("treat",.05,hsd:T)
| 5 -3.79
| ] 4 -2.79
| 3 0.18
| 2 0. 205
1 6.21

17
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The Bonferroni method as applied to
multiple comparisons can also be
expressed in terms a significant diffe-
rence, BSD = Bonferroni significant
difference.

BSD is like the LSD except a Bonferro-
nized Student’'s t critical value t 1S

/K N-g

used, taking account of there being K =
g(g-1)/2 different comparisons.

Cnd> bsd <- invstu(l - .025/10, dfe)*sgrt(2*mse/n); bsd

(1) 3.3364 5% Bonferroni significant difference
Cmd> sort(ybars)[-5] + bsd

(1) 11. 336 12. 336 15. 311 15. 336

CGmd> sort(ybars) # ordered means

(1) 8 9 11. 975 12 18

Cd> pairwise("treat",.05,bsd:T)
_ -3.79
| ] -2.79
_ 0.18
| 0. 205
6.21

RNWhO
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