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Statistics 5303 Lecture 6 September 16, 2002

More about ANOVA

An F-test in an analysis of variance is
actually a test for a specific comparison
of two two hypothesis, each specifying a
model.

In the one-way ANOVA,

Hoo 1y = 1, = o= = %

or o = o, = ...& =0
Model is y, = p* + g,
H: At least two J's differ
or at least two «'s differ

Model is y, = J + €, = I* + & + €

As a model, H is sometimes called the

a

unrestricted model or the full model.
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Suppose you knew H were true.
e Your best estimate of p* would be y...
e The residuals would be y, - y..
e The residual SS would be
SSR, = SS, = ¥.2.(y, - U..)".
In the unrestricted case (H,),
e Your best estimates of y, ..., J are

Yyor -0 Y
+ The residuals would be U, - Y.
e The residual SS would be
SSR, = SS, = &> (Y, - Y.
Thus SS_, = SS_-SS_ = SSR -SSR, is the
reduction in the residual SS you can
achieve if you leave H  in favor of H, and
F = {sS,./(g-1)}/{SS./(N-g)}

s a way to see if this reduction is large
enough to be significant.

ie
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This is a general principle used in ANOVA
and regression:

F = (SSR, - SSR,)/(df, - df,)

SSR,/df,
Where
df, = N - n,, n, = #parameters for H))
=N-g (in this case)
and

df = N - n, n, = #parameters for H)
N - 1 (in this case)

df = df, -df, =N -1 -(N-g)=g-1
df__=df, =N -g

error

Comment The ratio SS_/SS_ is the pro-

portion of the total variation that can be
"explained” by differential effects of
treatments. It is the direct analogue of
the coefficient of determination
(multiple R?) in regression.
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Why is this effective? It all depends on
the expectations of mean squares (MS)
in the ANOVA.

Suppose H, is true. Then
E[SSR.] = df 6 = (N - 1)c”
and
E[SSR,] = > (n-1)c* = df,6* = (N-g)o°
Therefore
E[SS,.] = E[SSR_] - E[SSR,]
(N-1)oc*-(N-g)o*=(g- 1)c”=df_o°
E[SS, ] = E[SSR,] = (N-g)c® = df__o°
Since mean squares are SS/df,
E[MS, 1= E[SS, /(g-1)]= &~

EIMS__ 1= E[SS_ /(N-g)] = &7

Conclusion: When H, is true, the expec-

tation of both the numerator and deno-
minator of F = MS_/MS__ are the same.

error

The median of F i1s close to 1.
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When H, is not true, it is still true that
E[MS, 1= E[SS__/(N-g)] = &~

Now, however,
EIMS, 1= 0%+ 2?/(g-1) > o°
where

2 ~

v’ = LN - = En /N,
Note that z* = 0 when H, is true.

So violation of H, increases EIMS ] and

hence E[F], and makes it more probable
you will reject H,.

[f you use the parametrization which sets
p* = = ynpu/Nand ot = g - P,

% = MJQPQ%

This formula is not correct for other
choices for p*. In particular it is not
true for pu* = p= 2 p/g, & = g - J
(unless the sample sizes are equal).
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To summarize:

Testing an ANOVA hypothesis is equiva-
lent to a comparison of two models

e a null model
and
e a more general alternative model.

Your conclusion in the test is effectively
a selection of one or the other model as
most appropriate.

[n more complex ANOVA's you may be
selecting among more than two models.
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Contrasts

A contrast is a formula which compares

two or more treatment means or effects
in a way that doesn’t depend on the over-
all level p*,

Examples:
o Jo- = (e ) - (U ) =
o (U + 1,072 - (e, + 1)/3
(W*+ot + X+ )/ 2

— At*+Qu + t.x.+QA + t*+va\w
(ot + *)/2 - (oA, + X, + A )/3
This compares the average of the first 2

means or effects with the average of the
last 3.

e
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Formal definition

A contrast is a linear combination of U's

w{ph = 2w, with 3w, =0
Because > w, = 0, w({p}) doesn't depend
on p*:

Mﬁ<<L(f

Mm<<%\t* * OC

AMﬁéﬁvt* * MM<<MOA - Mw<<¢0ﬁ
0 x t* ¥ M#<<¢Oﬁ - M#<<@Om

w({ox})

1

Since » w.o doesn't depend on p* this
satisfies the informal definition of a
contrast given before.

The weights {w } themselves are also
often referred to as a contrast.

An oumlml\mq contrast is
wi{y.h) =>wy, = Ywot = wl{a})

1
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You may sometime calculate several
contrasts as part of your analysis.

What you use depends on the questions
of interest to the researcher, not on
some statistical magic.

[f you are just providing statistical
advice, you need to find out what ques-
tions need answers.

More on the example:

Cmd> anova("logy=treat",fstat:T)
Model used is logy = treat
WARNI NG sunmaries are sequenti al

DF SS VB F P-val ue
CONSTANT 1 79. 425 79.425 8653. 95365 < le-08
treat 4 3.5376 0. 88441 96. 36296 < le-08
ERRCRL 32 0.29369 0.0091779

Compute J. =y, and & = Y., - 2.U../g

Cmd> muhats <- tabs(l ogy,treat, mean: T); mnuhats
(1) 1.9325 1. 6287 1.3775 1.1943 1. 0567
Cmd> al phahats <- nuhats - sun{nuhats)/5; al phahats
(1) 0. 49456 0. 19081 -0. 06044 - 0. 24365 - 0. 38127

MacAnova function coef s() computes nw_.m

Crd> coefs(treat) # or coefs("treat") or coefs(2)
(1) 0. 49456 0. 19081 -0. 06044 - 0. 24365

coefs(2) would also work too because
treat 1s line 2 in anova() output.

-0. 38127

10
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Enter weights and compute contrast two Using esti mat e and se to compute a t-

ways. PR : - 0.

OMVS\A- vector(vector(1,1)/2,-vector(1,1,1)/3); w w._”m.:m.:O .HO ._”®w._” Io. Mﬁ<<@0ﬁ - O

(1) 0.5 0.5 -0.33333 -0. 33333 -0.33333 .

Ovd> tstat <- stuff$estinate/stuff$se
Qmd> vect or (sun(w) , sun{w*nuhat s) , sun( w*al phahat s))
(1) 1.1102e-16 0.57114 0.57114 Cmd> vector(tstat,twotailt(tstat,DF[3]))
. ) (1) 17.912 3.0663e-18 t-statistic and P-val ue

MacAnova function contrast () makes it When H_is true. t has Student's t-
easy to compute contrasts. R

O> stuff <- contrast(treat, w),; stuff m:m.:‘.:uc.:OD on m_.—.m?oﬁ - Z B @ m_ﬁ

conponent: estinmate . .

() 0.57114 same as just conputed stuf f$estimate 1s one way to extract a

conponent: ss . .

(1) 2. 9446 component from a structure. Since this

conponent: se . . .

(1)  0.031886 1s the first component, another way 1s
The result (output) from contrast() is a  Stuff[l] and tis stuff[1]/stuff[3].
structure with three components: The ss component (stuff$ss or stuff[2])

) : : 2 2

e The estimate component is the value of 1S MSExestimate’/se”

.ﬁjm OOD.:.mm.ﬁ M<<ﬁOA. Cmd> E_wmm <- SS[3]/DF[3]; nse # M5 in ERRORL row of ANOVA

. ] ] 0. 0091779

e The se component 1s 1ts estimated Ord> mse* (st uf f $est i mat e/ St uf { $se) A2

standard error. You can compute a t- (W zeue )

statistic to test the null hypothesis stuf f $ss/ nse 1s the same as ™

that the M<<#Oﬁ =0 M\,M%_v <m2mmmwmm2@mﬂﬂwmumwmﬁmzmv

e The ss component is an SS associated
with the contrast.

11 12
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Common Contrasts
e Pairwise contrasts
o= M=k - o Compare two groups
iw} = 8:..; o...:L ,0,...}

1

For g groups, there are g(g-1)/2 essen-
tially different pairwise contrasts:

Ord> print(pairw se_ws,fornat:"4.0f")
pairwise_ws: Each colums is a set of contrast weights

September 16, 2002

(1,1) 1 1 1 1 0 ©O0 0 0 0 0
(21) -1 o ©O0 o0 1 1 1 0 0 O
(3, 1) o -1 0 O -1 0 0 1 1 0
(4,1) o 0 -1 0 ©0 -1 0 -1 0 1
(5, 1) o o0 ©o0o -1 ©0 0 -1 o0 -1 -1

The following computes the contrast and
t-statistic for the 5x4/2 = 10 pairwise

contrasts.
CQmd> for(i,1,10){
stuff <- contrast(treat,pairwise ws[,i])

print(paste("W=", pairwise ws[,i],",estimte ="\
stuff$estimate, ", t-statistic =",\
st uf f $esti mat e/ st uf f $se))
}

W=1-1000 ,estimate = 0.30375, t-statistic = 6.3413
W=10-1200 _mm::mﬁm = 0.555, t-statistic = 11.586
W=100-10,estimate = 0.73821 , t-statistic = 14.889
W=1000-1,estimate = 0.87583 , t-statistic = 16.928
W=01-100,estimate = 0.25125, t-statistic = 5.2452
W=010-10,estimate = 0.43446 , t-statistic = 8.7626
W=0100-1,estinmate = 0.57208 , t-statistic = 11.057
W=001-10,estimte = 0.18321 , t-statistic = 3.6952
W=0010-1,estinmate = 0.32083 , t-statistic = 6.201
W=0001-1,estimate = 0.13762 , t-statistic = 2.582

13
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e Comparison with control
Say treatment 1 is a control.

An obvious idea is to compare the mean
or effect of the control with the average
mean or effect of all the non-controls:.

Moo= (g + g+ o+ u)/(g-1)
= ot = (o, + o + o+ x)/(g-1)
Contrast coefficients are
fw}l=1{1,-1/(g-1), ..., -1/(g-1)}

Of course individual pairwise compari-
sons with control ot - &, 1 =2, ..., g

would probably of interest too.

Multiplying this by g
contrast is

(-TIH, - J, = Hy - e = H
with integer coefficients {g-1,-1,...,-1}.
Before computers were common, this
made calculations easier.

1, an equivalent

14
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e Factorial treatments

When there are two factors, A and B,
each at two levels, there are 4 treat-
ments with means u.., B, B, J . These

can be displayed in a 2 by 2 table

wg WM
>A t: tgm
>M tB tmw

Natural contrasts would be
e Average of row 1 vs average of row 2:

C,\_: * tsv\m - AtB * tmwv\m

This measures the effect of factor A,
ignoring factor B (main effect of A).

e Average of col. 1 vs average of col. 2:
At: ¥ tBV\M - Ats ¥ tmwv\m

This measures the effect of factor B,
ignoring factor A (main effect of B).

15
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e Difference between effects of A for
the two levels of B

A\t: - tBV - Ats| \twmv

This is algebraiclly the same as the
difference between effects of B for
the two levels of A

CL: - th - A\CB - tmmv

When this contrast is not zero, it means
the effect of A depends on the level of B
(or the effect of B depends on the level
of A).

When this occurs, we say there is inter-
action between factors A and B. So this
1S an Iinteraction contrast.

16
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Suppose the treatments are determined
by a quantitative variable x with levels
X,» X, ...y X, s@Y. Then, if you fit a

straight line, the least squares estimate
of the slope is

b = S n(x - X)y./>n(x - X7 X = ¥nx/N

When the sample sizes are equal, you can
omit the n.

This is a contrast with weights
W, = D%xm - ﬁ\MWD%xﬁ - ﬁm
which do satisfy ) w, = O, because

>.n(x - x)=0.

[t will be large when there is a high
degree of linear dependence of the means
on X.

This is a linear contrast because it
focuses on the strength of a straight line
relationship between U or o« and x..

17



