
Statistics 5101, Fall 2000, Geyer
Homework Solutions #7

Problem L6-2

(a) Let Y be the r. v. denoting the number of successes in four trials. Then
Y ∼ Bin(4, 0.5).

P (Y = 4) =
(

4
4

)(
1
2

)4 (
1
2

)0

=
1
24

=
1
16

.

(b) Since Y ∼ Bin(10, 0.5),

P (Y ≤ 8) = 1 − P (Y > 8)
= 1 − P (Y = 9) − P (Y = 10)

= 1 −
(

10
9

)(
1
2

)9 (
1
2

)1

−
(

10
10

)(
1
2

)10 (
1
2

)0

= 1 − 11
210

= 0.989

(c) Since Y ∼ Bin(12, 0.5),

P (Y ≥ 3) = 1 − P (Y ≤ 2)
= 1 − P (Y = 0) − P (Y = 1) − P (Y = 2)

= 1 −
(

12
0

)(
1
2

)0 (
1
2

)12

−
(

12
1

) (
1
2

)1 (
1
2

)11

−
(

12
2

) (
1
2

)2 (
1
2

)10

= 1 − 79
212

= 0.981

(d) Assuming independent trials, the results of the preceding three trials are
irrelevant.

Since Y ∼ Bin(3, 0.5),

P (Y = 3) =
(

3
3

)(
1
2

)3 (
1
2

)0

=
1
23

=
1
8
.

Problem L6-6

(a) Since X ∼ Bin(100, 0.05),

E(X) = 100 × 0.05 = 5
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and
sd(X) =

√
100 × 0.05 × 0.95 =

√
4.75 = 2.179.

(b) Since X ∼ Bin(50, 0.05),

P (X ≤ 3) =
3∑

k=0

(
50
k

)
(.05)k(.95)50−k = 0.76

Problem L6-23

P (X1 = k | X1 + X2 = m) = P (X1 = k,X2 = m − k | X1 + X2 = m)

=

(
n1
k

)
pkqn1−k

(
n2

m−k

)
pm−kqn2−m+k(

n1+n2
m

)
pmqn1+n2−m

=

(
n1
k

)(
n2

m−k

)
(
n1+n2

m

)

That is, Hypergeometric(n1 + n2, n1,m).

Problem L6-25

(a) Let U denote the number of trials required to obtain the r-th success; then
U ∼ NegBin(3, 0.05). Hence

E(U) =
r

p
=

3
.05

= 60.

(b)

P (0 or 1 successes in first 7 tries) = 0.957 + 7 × 0.05 × 0.956 = 0.9556

Problem L6-30

(a) X ∼ Poi(4). So

P (X ≤ 6) = e−4

[
1 + 4 +

42

2!
+

43

3!
+

44

4!
+

45

5!
+

46

6!

]
= 0.8893

(b) The average number in 1/4 min is λt = 1. Hence

P (X ≥ 3) = 1 − P (X < 3) = 1 − e−1

[
1 + 1 +

12

2!

]
= 0.0803.
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(c) The average number in 1/2 min is λt = 2. Hence

P (X = 0) = e−2 = 0.1353

Problem L6-44

There are 30 arrivals per hour, or 2.5 per minute, so

P (at least two arrivals in a five-minute interval) = 1 − e−2.5(1 + 2.5) = 0.7127.

Problem L6-45

X1 and X2 are independent, so X1 + X2 ∼ Poi(λt1 + λt2). Then

P (X1 = k | X1 + X2 = m) =
P (X1 = k,X2 = m − k)

P (X1 + X2 = m)

=
(λt1)

k

k! e−λt1 (λt2)
m−k

(m−k)! e−λt2

[λ(t1+t2)]m

m! e−λ(t1+t2)

=
m!

k!(m − k)!
pk(1 − p)m−k,

where p = t1/(t1 + t2). Hence the conditional distribution is Bin
(
m, t1

t1+t2

)
.

Problem N3-7

(a) The conditional density of Y given X is

f(y | x) =
1√

2π/x
e−

1
2(1/x) y2

. =
x1/2

√
2π

e−xy2/2.

The marginal density of X is

f(x) =
λαxα−1e−λx

Γ(α)

Thus the joint density is (marginal times conditional)

f(x, y) =
x1/2

√
2π

e−xy2/2.
λαxα−1e−λx

Γ(α)

=
λα

√
2πΓ(α)

xα+1/2−1e−(λ+y2/2)x

It is clear from the form that this, considered as a function of x for fixed y is
proportional to a Gam(α + 1/2, λ + y2/2) density. Thus that is the conditional
distribution.
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The conditional density is

f(x | y) =
(λ + y2

2 )α+1/2

Γ(α + 1
2 )

xα+1/2−1e−(λ+y2/2)x

(b) The marginal is joint over conditional

fY (y) =

λα

√
2πΓ(α)

xα+1/2−1e−(λ+y2/2)x

(λ + y2

2 )α+1/2

Γ(α + 1
2 )

xα+1/2−1e−(λ+y2/2)x

=
Γ(α + 1

2 )√
2πΓ(α)

· λα

(λ + y2

2 )α+ 1
2

Problem N3-8

(a)
E(Y | X) = E(X + X2 + Z | X) = X + X2 + E(Z) = X + X2

(b)

var(Y | X) = E{[Y − E(Y | X)]2 | X}
= E{[(X + X2 + Z) − (X + X2)]2 | X}
= E{Z2 | X}
= E(Z2)
= var(Z)

(c) Just another way of describing part (a). The conditional expectation is
the best prediction.

(d) Just another way of describing part (d). The expected squared prediction
error of the best prediction is E{var(Y | X)}, which in this case is the same as
var(Y | X), because the conditional variance is not actually a function of X.

Problem N4-1

The convolution formula is

fX+Y (z) =
∞∑

y=0

fX(z − y)fY (y)

(Theorem 1.7 in the notes with the integral replaced by a sum because Y is
discrete). But the sum actually only goes from 0 to z because x = z − y must
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be nonnegative. Thus

fX+Y (z) =
z∑

y=0

µz−y
X

(z − y)!
e−µX

µy
Y

y!
e−µY

=
1
z!

e−(µX+µY )
z∑

y=0

(
z

y

)
µz−y

X µy
Y

=
1
z!

e−(µX+µY )(µX + µY )z

which is the Poi(µX + µY ) density.

Problem N4-3

The count has a Poi(84.2) distribution. So is variance is 84.2 and its standard
deviation is

√
84.2 = 9.176.

Problem N4-4

E

(
1

X + 1

)
=

∞∑
x=0

1
x + 1

e−µµx

x!

=
∞∑

x=0

e−µµx

(x + 1)!

Do the change of variables y = x + 1. Then

E

(
1

X + 1

)
=

∞∑
y=1

e−µµy−1

y!

=
1
µ

∞∑
y=1

e−µµy

y!

The sum now looks like the sum of a Poisson density equaling one except that
the y = 0 term is missing. Thus the sum is one minus the y = 0 term

E

(
1

X + 1

)
=

1 − e−µ

µ

and the answer is A times this, since A is a constant.
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